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Abstract. The indeterminacy of the Structural Models, i.e. the arbitrariness of latent scores, due to the factorial nature of the measurement models, is, in the dynamic context, more problematic. We propose an alternative formulation of the Structural Dynamic Model, based on the Replicated Common Factor Model (Haagen and Oberhofer, 1999), where latent scores are no more indeterminate.

1 Introduction

It is well known that the causality principle of the Factor Analysis Model (FA) (i.e. to express the indicators as a function of the latent variables) leads to indeterminacy of latent scores (Guttman (1955)), with important consequences on the classificatory validity of the latent variables (Schoenemann and Haagen (1987); Haagen (1991)). The same problem arises in the Structural Equation Models with reflective blocks (SEM) (Vittadini (1989)) and also in the Structural Dynamic Models with latent variables (SDL) (Haagen and Vittadini (1994)), because both use FA as a measurement model. Moreover Haagen and Vittadini (1994) proved that the dynamics increases the indeterminacy. The SDL will be presented in Section 2, while the problem of indeterminacy in SDL will be discussed in Section 3.

It follows that only the introduction of alternative models to the FA as measurement models allows us to definitely overcome indeterminacy. To avoid arbitrariness of common factors, some authors have proposed an estimation procedure which inverts the natural relationship among variables, expressing the latent variables as a linear combination of the indicators. For example, Schoenemann and Steiger (1976) proposed the Regression Component Decomposition method (RCD), successively extended to SEM by Haagen and Vittadini (1991) and applied to some different contexts (Vittadini (1999)).

This proposal, however, can not be considered a model, because the solutions can not be interpreted as causes of the indicators. Instead Haagen and Oberhofer (1999) introduced an alternative model to the FA, entitled the Replicated Common Factor Model (RCFM), (successively extended to SEM...
by Vittadini and Haagen (2002)), which solves the indeterminacy of common factors asymptotically.
Nevertheless, no proposal has been made in the dynamic context, except by Minotti (2002), who introduced a correction of the Kalman filter by means of RCD, providing, at every time interval \( t, (t=1,...,T) \), unique values for the latent variables. This new method will be described in Section 3. However, as illustrated previously, the proposal is not a model. Thus, the problem of indeterminacy in the SDL can not be considered definitively overcome.

As an alternative, which overcomes the indeterminacy of latent scores asymptotically, we propose a new version of the SDL based on the RCFM. The extension of the RCFM to the dynamic context will be presented in Section 4. The new model has been applied to an experiment of the Department of Physics, University of Milan. The application will be described in Section 5. Some conclusions will be given in Section 6.

Section 1 is to be attributed to Vittadini, as well as the supervision of the paper; Sections 2-6 were developed by Minotti.

2 The SDL

The SDL, introduced by Otter (1985) as a dynamic generalization of SEM, is the stationary version of the Stochastic Linear State Space Model from Systems Engineering, i.e. it is a linear model with latent variables, where the observations are represented by a single multivariate time series. The SDL consists of a transition equation, which describes the temporal relationships among the latent variables, and a measurement equation, that relates the latent variables to the observed variables:

\[
\begin{align*}
A_0\xi_t &= A_1\xi_{t-1} + Bu_t + w_t, \quad \xi_0 \sim N(\mu, V_{\xi_0}), \quad t = 1, ..., T \\
z_t &= C\xi_t + Du_t + v_t, \quad t = 1, ..., T
\end{align*}
\]  

(1)  

(2)

where \( \xi_t = [\eta_t, \phi_t] \) are respectively \( m_1 \) endogenous and \( m_2 \) exogenous latent variables distributed as normal random variables with finite covariance matrix \( \Sigma_{\xi_t} \); \( \xi_0 \sim N(\mu, V_{\xi_0}) \); \( w_t \) and \( v_t = [\epsilon_t, \delta_t] \) are respectively \( m = m_1 + m_2 \) and \( p = p_1 + p_2 \) latent errors, normally distributed and mutually non correlated (for every \( t \)), with null expected value and time-invariant covariance matrices \( \Sigma_W \) and \( \Sigma_V \); \( u_t \) is a vector of \( q \) deterministic inputs; \( A_0, A_1, B, C \) and \( D \) are time-invariant matrices of respectively \( (m \times m) \), \( (m \times m) \), \( (m \times q) \), \( (p \times m) \) and \( (p \times q) \) parameters (with invertible \( A_0 \)); \( z_t = [y_t, x_t] \) are \( p \) indicators respectively of the \( \eta_t \) and the \( \phi_t \), with covariance matrix \( \Sigma_{z_t} \).

The reduced form of the SDL is obtained pre-multiplying (1) by \( A_0^{-1} \), i.e.:

\[
\xi_t = A_0^{-1}A_1\xi_{t-1} + A_0^{-1}Bu_t + A_0^{-1}w_t,
\]  

(3)

expressed in a compact notation as

\[
\xi_t = A\xi_{t-1} + Bu_t + w_t,
\]  

(4)
where $w_t$ is a vector of $m$ latent errors with null expected value and time-invariant covariance matrices $\Sigma_W = A_0^{-1} \Sigma_W (A_0^{-1})'$. In the following, the deterministic inputs $u_t$ will be omitted, which is not an essential restriction, given that they can always be included among the observable variables.

The parameter identifiability of the SDL has been extensively studied by many authors, who proposed some conditions for the local identifiability (Borgignon and Trivellato (1992); Otter (1992)). The estimation of the parameters and the latent scores can be obtained by means of a recursive procedure (as illustrated in Haagen and Vittadini (1994)).

3 The indeterminacy in the SDL and the first solution

Haagen and Vittadini (1994) discussed the indeterminacy of the SDL solution by using the Guttman’s result (1955), introduced for the FA. They demonstrated that, if the following equality holds

$$\Sigma_Z_t = C \Sigma \xi_t C' + \Sigma V_t,$$

(5)

there exist arbitrary vectors $\xi_t$ which satisfy (2). These solutions, called "true solutions", have the following structure:

$$\xi_t = \tilde{\xi}_{t|t-1} + K_t[z_t - \tilde{z}_t] + P_t \omega_t = \hat{\xi}_{t|t} + P_t \omega_t,$$

(6)

where $\tilde{\xi}_{t|t-1}$ is the efficient predictor for $\xi_t$, based linearly on $\{z_1, ..., z_{t-1}\}$, $\hat{\xi}_{t|t}$ is the Kalman estimator of $\xi_t$, updated on the basis of the last observations $z_t$, $K_t = \Sigma_{\xi_{t|t-1}} C' \Sigma Z_t^{-1}$ is the Kalman gain, $\tilde{z}_t = C \tilde{\xi}_{t|t-1}$ is the forecasting of $z_t$ by (2), $P_t = (I - K_t C) F_t$ with $F_t F_t' = \Sigma \hat{\xi}_t$, $\omega_t$ is an arbitrary vector of $m$ variables and $E[\omega_t] = 0$, $\Sigma \omega_t, Z_t = 0$, $\Sigma \omega_t, \xi_t = I - C' \Sigma Z_t^{-1} C$.

It follows that, as in the static context (FA and SEM), the latent scores obtained by means of the Kalman filter are not unique, due to the arbitrary term $P_t \omega_t$. Moreover Haagen and Vittadini (1994) demonstrated that in the SDL indeterminacy increases, due to the recursive procedure of Kalman filter, which spreads indeterminacy in time (the indeterminacy of $\hat{\xi}_t$ influences $\hat{\xi}_{t+1}, \hat{\xi}_{t+2}, ...$). In addition to this, Minotti (2002) observes that in the dynamic context defining $\tilde{z}_t$ by (2) makes the situation worse.

As a first attempt of solution, Minotti (2002) proposed a correction of the Kalman filter by means of RCD, described in detail in the following. Referring to the formulation of Haagen and Vittadini (1991), the RCD provides at each date $t$ the following decomposition of $x_t$:

$$x_t = \tilde{C}_t \tilde{\phi}_t + (x_t - \tilde{C}_t \tilde{\phi}_t),$$

(7)

which leads to a definition of the “latent” variables $\tilde{\phi}_t$, called components, as a linear combination of the observed variables $x_t$

$$\tilde{\phi}_t = L_{\tilde{\phi}} x_t,$$

(8)
where $L_{\Phi_t} = \Sigma_{X_t}^{-1} \tilde{C}_t (\tilde{C}'_t \Sigma_{X_t}^{-1} \tilde{C}_t)^{-1}$ and $\tilde{C}_t$ can be calculated as a factor loading matrix by means of a factor extraction method (Schoenemann and Steiger (1976)).

By means of an analogous decomposition of $y_t$, we obtain $L_{\eta_t}$. The matrix

$$L_t = \begin{bmatrix} L_{\eta_t} & 0 \\ 0 & L_{\Phi_t} \end{bmatrix}$$

provided by the RCD is then introduced in the Kalman filter instead of $C$.

Under the assumption that $A$, $E[\xi_0]$ and $\Sigma_{\xi_0}$ are known, the first step of the Kalman filter at each time $t$ becomes:

$$\xi_{t|t-1} = A \xi_{t-1} + w_t$$
$$\Sigma_{\xi_{t|t-1}} = A \Sigma_{\xi_{t-1}} A' + \Sigma_W,$$

where $\Sigma_W$ is defined in Section 2.

In the second step we update $\xi_{t|t-1}$ on the basis of the new observations $z_t$:

$$\bar{\xi}_t = \xi_{t|t-1} + K_t (z_t - \bar{z}_t)$$
$$\Sigma_{\bar{\xi}_t} = (I - K_t L_t^{-1}) \Sigma_{\xi_{t|t-1}},$$

where $\bar{z}_t = L_t^{-1} \xi_{t|t-1}$, $K_t = \Sigma_{\xi_{t|t-1}} (L_t^{-1})^{-1} \Sigma_{z_t}$.

The solution $\bar{\xi}_t$ is unique by construction. The indeterminacy of the dynamic solution derives in fact from the arbitrary term $P_t \omega_t$ in (6), with $\Sigma_{\omega_t} \neq 0$, and the definition of the forecasting $\hat{z}_t$ in the Kalman filter by model (2), where $\hat{z}_t = C \hat{\xi}_{t|t-1}$. In the alternative solution, substituting matrix $C$ by $L_t^{-1}$ in the definition of $\hat{z}_t$, which we indicate by $z_t$, to distinguish the two cases, allows avoiding the arbitrariness of the “latent” scores, due to both the factorial nature of the measurement models and the dynamics, because the Guttman’s result (1955) is no longer appropriate. Guttman considers models like (2), in which the indeterminacy of the $\xi_t$ and $v_t$ results from the impossibility of identifying $m+p$ basis vectors, where only $p$ observable variables are available. The RCD, on the contrary, provides a definition of the latent variables as a linear combination of the observable variables, so that indeterminacy vanishes. Hence, if $E[\xi_0]$ and $\Sigma_{\xi_0}$ are known, the RCD introduced in the recursive procedure of the Kalman filter obtains a unique approximation for “latent” scores.

Otherwise, since $E[\xi_0]$ and $\Sigma_{\xi_0}$ are often not known, we consider at the first step $t=1$ the estimate $\bar{\xi}_1$ by (8). Following this procedure we eliminate also the indeterminacy which is due to the not unique estimate of $\xi_1$.

However, the new method proposed cannot be considered a model, because the solutions provided cannot be interpreted as causes of the indicators. From here we derive the necessity of the formulation of a proper Structural Dynamic Model with unique latent scores.
4 A new version of the SDL based on RCFM

In analogy with the proposal of Vittadini and Haagen (2002) for the static case, we present an alternative formulation of the SDL, by extending the RCFM of Haagen and Oberhofer (1999), which we will first describe.

The different assumption of the RCFM to the common FA is that every object $i$, ($i=1,...,N$), can be observed $R$-times (i.e. we have repeated observations for every object). Thus we obtain the following model equation:

$$\begin{align}
(r)z_i &= Cξ_i + (r)v_i, \quad r = 1,...,R; i = 1,...,N \\
\end{align}$$

(14)

where the $r$-th repetition is denoted with the index $r$, $(r)z_i$ is a $p \times 1$ vector of observable variables, $C$ is a $p \times m$ matrix of factor loadings, $ξ_i$ is an $m \times 1$ vector of common factors and does not depend on $r$, $(r)v_i$ is a $p \times 1$ vector of specific factors.

Moreover, further assumptions are:

$$\begin{align}
p &> m, \quad \text{(15)} \\
\text{rank}(C) &= m, \quad \text{(16)} \\
E[ξ] &= 0; E[(r)v] = 0, \quad r = 1,...,R \quad \text{(17)} \\
Σξ &= I, \quad \text{(18)} \\
Σ(ξr)v &= 0, \quad r = 1,...,R \quad \text{(19)} \\
Σ(r)v(s)v &= δ_{rs}D, \quad D = \text{diag}(d_1,...,d_p), \quad r, s = 1,...,R \quad \text{(20)}
\end{align}$$

with $d_j > 0, j = 1,...,p$.

By writing equation (14) in a compact notation, we get the RCFM:

$$Rz = Rcξ + Rv,$$

(21)

where $Rz = ((1)z',...(R)z')'$ ($pR \times 1$), $Rc = (C',...,C')'$ ($pR \times m$), $ξ = (ξ_1,...,ξ_m)'$ ($m \times 1$), $Rv = ((1)v',...(R)v')'$ ($pR \times 1$).

Equation (21) represents a Common Factor Model with $pR$ observable variables and $m$ common factors; the number of parameters is fixed.

Haagen and Oberhofer (1999) demonstrated that, for given $C$ and $D$, the indeterminacy vanishes as $R \rightarrow \infty$, so that RCFM solves the indeterminacy of common factors asymptotically. In fact Haagen and Oberhofer (1999) demonstrated that in the RCFM

$$R^cξ = R^cCΣ^{-1}Rz,$$

(22)

e.g. the regression estimator of factor scores, can always be written as:

$$\hat{R}^cξ = C'(CC' + \frac{1}{R}D)^{-1}z,$$

(23)

with $z = \frac{1}{R} \sum_{r=1}^{R} (r)z$, and converges to $ξ$ in quadratic mean as $R \rightarrow \infty$.

Moreover they demonstrated that the covariance matrix of the arbitrary part
\(\omega_t\), i.e. the arbitrariness \(\Sigma_{\omega_t} \to 0\) as \(R \to \infty\).

Assuming that at every time interval \(t\), \((t=1,\ldots,T)\), each object \(i\), \((i=1,\ldots,N)\), can be observed \(R\)-times on vector \(z_{it}\), we reformulate the SDL through the RCFM as follows (with no distributional assumptions):

\[
\xi_t = \begin{cases} \mathbf{A} \xi_{t-1} + \mathbf{w}_t & t = 1, \ldots, T \\ Rz_t = R \mathbf{C} \xi_t + R \mathbf{v}_t, & t = 1, \ldots, T \end{cases}
\]

with \(\xi_t = [\eta_t, \phi_t] (m \times 1)\), \(\mathbf{A} (m \times m)\), \(\mathbf{w}_t (m \times 1)\), \(Rz_t = [(1)z'_1, \ldots, (R)z'_R]' (pR \times 1)\), \(R \mathbf{C} = (\mathbf{C}', \ldots, \mathbf{C}'_R)' (pR \times m)\), \(R \mathbf{v}_t = ((1)\mathbf{v}_1, \ldots, (R)\mathbf{v}_R)' (pR \times 1)\), \(\xi_t = (\xi_1, \ldots, \xi_{tm})' (m \times 1)\).

At time \(t=1\) we propose estimating \(\xi_1\) by means of (22). At time \(t\), \((t=2,\ldots, T)\), supposing that \(\mathbf{A}\) and \(R \mathbf{C}\) are known, \(\xi_t\) is estimated by means of the Kalman filter, which in the first step becomes:

\[
\hat{\xi}_{(t|t-1)} = \mathbf{A} \hat{\xi}_{t-1} + \mathbf{w}_t \\
\Sigma_{\xi_{(t|t-1)}} = \mathbf{A} \Sigma_{\hat{\xi}_{t-1}} \mathbf{A}' + \Sigma_{\mathbf{w}}.
\]

In the second step \(\xi_{(t|t-1)}\) is updated on the basis of the new observations \(Rz_t\):

\[
\hat{\xi}_t = \hat{\xi}_{(t|t-1)} + R \mathbf{K}_t (Rz_t - R \hat{\mathbf{z}}_t) \\
\Sigma_{\hat{\xi}_t} = (I - R \mathbf{K}_t R \mathbf{C}) \Sigma_{\xi_{(t|t-1)}},
\]

where \(R \hat{\mathbf{z}}_t = R \mathbf{C} \hat{\xi}_{(t|t-1)}\) and \(R \mathbf{K}_t = \Sigma_{\bar{\xi}_{(t|t-1)} R \mathbf{C}'} \Sigma_{\hat{\xi}_{(t|t-1)}}^{-1}\) of dimension \((m \times pR)\).

As \(R \to \infty\) the solution \(\hat{\xi}_t\) is unique and satisfies the fundamental hypothesis of the FA indicated in (19), as we demonstrate in the following.

In fact, with reference to model (21) we have:

\[
R \mathbf{C} = R \mathbf{z}_1 \xi'_1 (\xi'_1 \xi_1)^{-1} = R \mathbf{z}_1 \xi'_1.
\]

Then, under the hypothesis that \(R \to \infty\) and substituting \(\xi_1\) by the (22) and \(R \mathbf{C}\) by the (30), equation (21) can be rewritten as:

\[
R \mathbf{z}_1 = R \mathbf{C} \xi_1 + R \mathbf{v}_1 = \\
= R \mathbf{C} \mathbf{v}_1 + (R \mathbf{z}_1 - R \mathbf{C} \mathbf{v}_1) = \\
= R \mathbf{z}_1 \xi'_1 R \mathbf{z}_1 \Sigma_{\mathbf{z}_1}^{-1} R \mathbf{z}_1 + (R \mathbf{z}_1 - R \mathbf{z}_1 \xi'_1 R \mathbf{z}_1 \Sigma_{\mathbf{z}_1}^{-1} R \mathbf{z}_1) = \\
= R \mathbf{z}_1 \mathbf{P}_{\xi_1} \mathbf{P}_{\mathbf{z}_1} + (R \mathbf{z}_1 - R \mathbf{z}_1 \mathbf{P}_{\xi_1} \mathbf{P}_{\mathbf{z}_1}) = \\
= R \mathbf{z}_1 \mathbf{P}_{\xi_1} + (R \mathbf{z}_1 - R \mathbf{z}_1 \mathbf{P}_{\xi_1}) = \\
= R \mathbf{z}_1 \mathbf{P}_{\xi_1} + R \mathbf{z}_1 \mathbf{Q}_{\xi_1},
\]

where \(\mathbf{P}_{\xi_1}\) is the projector onto the space spanned by \(\xi_1\) and \(\mathbf{Q}_{\xi_1} = I - \mathbf{P}_{\xi_1}\).

Consequently, as \(R \to \infty\), both causes of indeterminacy of the SDL, indicated in Section 3, vanish and the estimates for the latent variables, provided by
the Kalman filter, become unique. By the end, it should be noted that the (15) and the (16) are also fundamental hypotheses of the FA, while the replicability of the observations and the (20) are the basis for the RCFM. The (17) and the (18) are instead not essential; the model proposed can be surely extended to a more general case. We conclude that, by using the new formulation of the SDL expressed in the (22)-(23) and under the assumption to consider at the first step \( t = 1 \) the estimator \( \hat{\xi}_1 \) defined by (22), the indeterminacy of the SDL is definitely overcome.

5 The Application

The application regards an experiment of the Department of Physics, University of Milan. The goal of the experiment is the measurement of the system temperature of a radiometer for microwaves astronomy. Different level of system temperature are observed at different times due to the effect of different operating temperature. At each time \( t \) the experiment is repeated 2,000 times at the same conditions, i.e. the observed variable, which measures the "true" variable with white noise, is collected 2,000 times.

In order to obtain, at each time \( t \), unique values for the "true" measure underlying the observations, the model proposed in (24) and (25) is applied. The application corresponds to the theoretical issues of the model proposed. In fact, first of all we have, at the same time \( t \), several replications (under equal conditions) of the same observed variable. Therefore, the assumptions inherent to the replicability of observations are respected. Secondly, the measurement model (25) is a model with errors in variables, (i.e. a particular case of the FA), with replicated observations. By the end, the (24) represents the relation between the measure of interest at time \( t \) and the same measure at time \( t-1 \). For sake of simplicity, we have supposed that passing from time \( t \) to \( t-1 \) occurs with a constant change of temperature, i.e. the "true" measure at time \( t \) differs from the "true" measure at time \( t-1 \) of a constant, which represents the change of temperature between time \( t \) and \( t-1 \).

6 Conclusions

The model proposed, which provides unique latent scores in a dynamic context, seems to be a reasonable alternative to the SDL, because it not only represents a statistical model, but it definitely overcomes the latent score indeterminacy. The question is whether the consideration \( R \to \infty \) is realistic. The main interesting issue is that the result of Haagen and Oberhofer (1999) is not only valid for \( R \to \infty \), but also for finite \( R \), if \( R \) increases. Simulation studies to verify the empirical validity of the RCFM show that the estimates converge
for R=50 (Taufer, 1992).
The applicability of this model to real problems is surely limited by the assumption that the vectors of latent variables do not depend on replications. A field of application always compatible with the assumption is the case of physical experiments, where it is not difficult to produce a large number of replications.
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