Data Analysis and Classification
Table 1  Nitrogen dioxide data: value of rmsep(d) for the considered algorithms

<table>
<thead>
<tr>
<th>d</th>
<th>LC-KF</th>
<th>KP</th>
<th>std</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0920</td>
<td>0.1027</td>
<td>0.6508</td>
</tr>
<tr>
<td>2</td>
<td>0.1969</td>
<td>0.2102</td>
<td>0.6955</td>
</tr>
<tr>
<td>3</td>
<td>0.2950</td>
<td>0.3070</td>
<td>0.6659</td>
</tr>
<tr>
<td>4</td>
<td>0.3860</td>
<td>0.4052</td>
<td>0.6708</td>
</tr>
</tbody>
</table>

in the dynamic model strongly depends on the value of d. Second, the LC algorithm seems to perform better than the standard algorithm, for all the values of d we have considered.

6 Conclusions

In this work we show how bias effects of the covariate errors in the estimation process by Kalman Filter of a dynamic linear regression model can be understood in terms of the Löwner partial ordering. The application of the proposed LC-KF algorithm to a problem of Nitrogen Dioxide air concentration forecasting shows how the proposed method may mitigate the negative effects of the covariate errors by improving the predictive performances of a given model.
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Local Multilevel Modeling for Comparisons of Institutional Performance

Simona C. Minotti and Giorgio Vittadini

Abstract We propose a general methodology for evaluating the quality of public sector activities such as education, health and social services. The traditional instrument used in comparisons of institutional performance is Multilevel Modeling (Goldstein, H., Multilevel statistical models, Arnold, London, 1995). However, rankings based on confidence intervals of the organization-level random effects often prevent to discriminate between institutions, because uncertainty intervals may be large and overlapped. This means that, in some situations, a single global model is not sufficient to explain all the variability, and methods able to capture local behaviour are necessary. The proposal, which is entitled Local Multilevel Modeling, consists of a two-step approach which combines Cluster-Weighted Modeling (Gershenson, N., The nature of mathematical modeling, Cambridge University Press, Cambridge, 1999) with traditional Multilevel Modeling. An example regarding the evaluation of the “relative effectiveness” of healthcare institutions in Lombardy region is discussed.

1 Introduction

In the 1990s, numerous authors proposed the use of Multilevel Models (Goldstein 1995) in institutional comparisons (see Bryk and Raudenbush 2002, Chap. 5), with rankings based on confidence intervals of the random effects associated with organizations. However, "an overinterpretation of a set of rankings where there are large uncertainty intervals can lead both to unfairness and inefficiency and unwarranted conclusions about changes in ranks" (Goldstein and Spiegelhalter 1996). This is the case of regional or national studies, where confidence intervals may be large and overlapped due to the heterogeneity of individuals within organizations and, more specifically, to non-homogeneity and non-linearity of individual relationships.
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We argue that a single global model is not sufficient to interpret such a complexity, and methods able to capture local behaviour are necessary. We will show how the combination of Cluster-Weighted Modeling and traditional Multilevel Modeling represents a very flexible methodology for comparisons of institutional performance. The proposal, which is entitled Local Multilevel Modeling, provides local rankings that allow the policymakers to identify institutions which are above or below the average for specific groups of users.

Typical methods able to detect and model unknown patterns at individual-level are described in Sect. 2. The proposal of Local Multilevel Modeling will be introduced in Sect. 3. Then, in Sect. 4, an example regarding the evaluation of the ‘relative effectiveness’ of healthcare institutions in Lombardy region is discussed. Finally, in Sect. 5 we provide conclusions and discuss further research.

2 Capturing Local Behaviour

2.1 Mixture Modeling

A good approach to capture local behaviour at individual-level is given by Mixture Modeling (McLachlan and Basford 1988), which is closely related to splitting up a data set by clustering and is an example of unsupervised learning.

Given a set of multivariate data points \( \{x_n\}_{n=1}^N \), where \( x \) is a vector of real-valued predictors, Mixture Modeling factors the density \( p(x) \) over multivariate class-conditional densities:

\[
p(x) = \sum_{k=1}^K p(x|c_k) = \sum_{k=1}^K p(x|c_k)p(c_k),
\]

where \( p(x|c_k) \), \( (k = 1, \ldots, K) \), is the \( k \)-th component density and is assumed to be multivariate Gaussian, and the prior probability \( p(c_k) \), \( (k = 1, \ldots, K) \), is the \( k \)-th mixing parameter (i.e. the fraction of the data explained by cluster \( c_k \)).

The posterior probability \( p(c_k|x) \), \( (k = 1, \ldots, K) \), which is given by

\[
p(c_k|x) = \frac{p(x,c_k)}{p(x)} = \frac{p(x|c_k)p(c_k)}{\sum_{k=1}^K p(x|c_k)p(c_k)},
\]

indicates the fraction of a point to be associated with the \( k \)-th Gaussian; “as a Gaussian begins to have a high probability at a point, that point effectively disappears from the other Gaussians” (Gershfenfeld 1999).

However, Mixture Modeling is not completely adequate to the problem under study, because it does not take into account the functional dependence between individual-level characteristics \( x \) and the outcome variable \( y \); the \( n \)-th individual, in fact, contributes to each cluster \( k \), \( (k = 1, \ldots, K) \), with a posterior probability \( p(c_k|x_n) \) which depends on individual characteristics \( x_n \) only.

2.2 Cluster-Weighted Modeling

A better alternative is given by Cluster-Weighted Modeling (Gershfenfeld 1999), which is a framework for supervised learning that combines a density estimation of the input data with a functional relationship to the output data. This leads to a number of local clusters, each containing its own model for describing the observed data.

Cluster-Weighted Modeling essentially tries to estimate the joint density \( p(y|x) \) by means of a Gaussian Mixture Model. “But where conventional Gaussian Mixture Modeling only estimates the quantity \( p(x) \), Cluster-Weighted Modeling includes an additional output term \( p(y|x, c_k) \) to capture the functional dependence of the output values \( y_n \) on the input vectors \( x_n \) as part of the density estimation” (Engster and Parfitz 2006).

Given a set of multivariate data points \( \{y_n, x_n\}_{n=1}^N \), where \( y \) is a scalar (the generalization to vector \( y \) is straightforward) and \( x \) is a vector of real-valued predictors, Cluster-Weighted Modeling factors the joint density \( p(y, x) \) over multivariate class-conditional densities:

\[
p(y, x) = \sum_{k=1}^K p(y, x|c_k) = \sum_{k=1}^K p(y|c_k)p(x|c_k) = \sum_{k=1}^K p(y|x, c_k)p(x|c_k)p(c_k),
\]

where \( p(y|x, c_k) \), \( (k = 1, \ldots, K) \), indicates a dependence in the output space and is assumed to be multivariate Gaussian (with mean given by a function which reflects prior belief on the local relationship between \( x \) and \( y \), for example locally linear (Gershfenfeld 1999)); \( p(x|c_k) \), \( (k = 1, \ldots, K) \), indicates a domain of influence in the input space and is also assumed to be multivariate Gaussian; \( p(c_k) \), \( (k = 1, \ldots, K) \), is the \( k \)-th prior probability.

If there are unordered, discrete-valued variables \( z \) in addition to real-valued predictors \( x, y \), the prior probability \( p(c_k) \) in (3) is conditioned on \( z \) and hence is replaced by \( p(c_k|z) \). Moreover, if \( y \) indicates a target variable (in classification problems), the output term in (3) is simply a histogram of the probability to see each state for each cluster and we refer to Cluster-Weighted Classification (Gershfenfeld 1999).

The posterior probability \( p(c_k|x, y) \), \( (k = 1, \ldots, K) \), is given by

\[
p(c_k|y, x) = \frac{p(y, x, c_k)}{p(y, x)} = \frac{p(y|x, c_k)p(x|c_k)p(c_k)}{\sum_{k=1}^K p(y|x, c_k)p(x|c_k)p(c_k)}.
\]
Analogously to Mixture Modeling, the parameters are estimated using an expectation maximization (EM) algorithm, leading to a local optimum in parameter space.

Cluster-Weighted Modeling is adequate to the problem under study, because it does take into account the functional dependence between user-level characteristics \( \mathbf{x} \) and the outcome \( y \): the \( n \)-th individual, in fact, contributes to each cluster \( k \) \((k = 1, \ldots, K)\), with a posterior probability \( p(c_k | y_n, \mathbf{x}_n) \) which depends on both \( y_n \) and \( \mathbf{x}_n \).

3 The Proposal: Local Multilevel Modeling

We propose a general methodology for local comparisons of institutional performance. The proposal consists of a two-step approach which combines Cluster-Weighted Modeling with traditional Multilevel Modeling.

During the first step, we model the heterogeneity of individuals by means of Cluster-Weighted Modeling, by taking as response variable a continuous outcome \( y \) and as predictors the individual-level characteristics \( \mathbf{x} \):

\[
p(y, \mathbf{x}) = \sum_{k=1}^{K} p(y, \mathbf{x}, c_k) = \sum_{k=1}^{K} p(y | \mathbf{x}, c_k) p(c_k) = \sum_{k=1}^{K} p(y | \mathbf{x}, c_k) p(\mathbf{x} | c_k) p(c_k),
\]

where \( p(y | \mathbf{x}, c_k) \), \( p(\mathbf{x} | c_k) \) and \( p(c_k) \) are defined in (3).

If we assign each individual to the cluster with the highest posterior probability, groups of users characterized by the same relationship between individual-level characteristics and the outcome are identified.

In the second step, we apply a Multilevel Model for each cluster \( k \), \((k = 1, \ldots, K)\), by taking as response variable the outcome \( y \) and as predictors the individual-level and organization-level characteristics, \( \mathbf{x} \) and \( z \) respectively:

\[
y_{ij} = \alpha_j + \sum_{g=1}^{G} \beta_{gj} x_{gij} + \epsilon_{ij}, \quad \alpha_j = \sum_{h=1}^{H} \delta_{hj} z_{hj} + u_j,
\]

where \( y_{ij} \) is an outcome regarding the \( i \)-th individual \((i = 1, \ldots, n_j ; N = n_1 + \cdots + n_j + \cdots + n_G)\) belonging to the \( j \)-th organization \((j = 1, \ldots, G)\). \( \alpha_j \) is a random coefficient associated with the \( j \)-th organization, \( \beta_{gj} \) is a fixed coefficient associated with individual-specific covariate \( x_{gij} \), \((g = 1, \ldots, G)\), \( \epsilon_{ij} \) is a random disturbance associated with the \( i \)-th individual and belonging to the \( j \)-th organization; \( \delta_{hj} \) is a fixed coefficient associated with organization-specific covariate \( z_{hj} \), \((h = 1, \ldots, H)\), \( u_j \) is a random effect associated with the \( j \)-th organization, adjusted for individual-level and organization-level characteristics.

The plot of confidence intervals for ordered second-level random effects provides, for each cluster \( k \), a ranking of organizations. The advantage is that Local Multilevel Modeling gives to the policy makers an instrument which is able to locally highlight differences among institutions, i.e. for specific groups of users.

4 An Example

We briefly discuss an example regarding the evaluation of the "relative effectiveness" of healthcare institutions in Lombardy region. The data involved in the study refer to a sample of 22,877 patients hospitalised in 168 hospitals in 2006 and are provided by the Regional Agency for Health Care. The variables utilised in the study are described in Table 1, where \( y \) is the outcome, \( x_1 \)–\( x_7 \) denote the patient-level characteristics (1), while \( z_1 \)–\( z_3 \) the hospital-level characteristics (2).

In Table 2 the odds ratios for the significative variables in the reference Logistic Multilevel Model are reported.

The results indicate that the odds of death considerably increases for hospitals with large levels of high medical case-mix and low medical case-mix, and increases also for patients with emergency and tumour diagnosis. Note that the null effect of the age variable is due to the particular nature of the sample, which is merely composed by old patients (Mode = 71 years, Median = 60 years, Mean = 55.39 years). For sake of brevity we do not include the figure regarding hospital ranking, which shows that confidence intervals of the second-level random effects are large and overlapped.

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Variables in the effectiveness study</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>( y )</td>
<td>Total mortality indicator</td>
<td>Dichotomous</td>
</tr>
<tr>
<td>( x_1 )</td>
<td>Age (1)</td>
<td>Discrete; number of years</td>
</tr>
<tr>
<td>( x_2 )</td>
<td>Comorbidity (1)</td>
<td>Discrete; six levels</td>
</tr>
<tr>
<td>( x_3 )</td>
<td>Length of stay (1)</td>
<td>Discrete; number of days</td>
</tr>
<tr>
<td>( x_4 )</td>
<td>Relative level of case severity (1)</td>
<td>Continuous</td>
</tr>
<tr>
<td>( x_5 )</td>
<td>Cardiovascular diagnosis (1)</td>
<td>Dichotomous</td>
</tr>
<tr>
<td>( x_6 )</td>
<td>Emergency diagnosis (1)</td>
<td>Dichotomous</td>
</tr>
<tr>
<td>( x_7 )</td>
<td>Tumour diagnosis (1)</td>
<td>Dichotomous</td>
</tr>
<tr>
<td>( z_1 )</td>
<td>Low surgical case-mix (2)</td>
<td>Continuous</td>
</tr>
<tr>
<td>( z_2 )</td>
<td>High medical case-mix (2)</td>
<td>Continuous</td>
</tr>
<tr>
<td>( z_3 )</td>
<td>Low medical case-mix (2)</td>
<td>Continuous</td>
</tr>
</tbody>
</table>

| Table 2 | Reference model. Odds ratios for the significative variables \( (p\text{-value} < 0.05) \) |
|---|---|---|---|
| Variable | Beta | OR | Std. error |
| Age (1) | 0.060 | 1.063 | 0.012 |
| Emergency diagnosis (1) | 1.340 | 3.822 | 0.416 |
| Tumour diagnosis (1) | 1.182 | 3.262 | 0.384 |
| High medical case-mix (2) | 2.199 | 9.019 | 0.370 |
| Low medical case-mix (2) | 1.728 | 5.630 | 0.858 |
The main purpose of the example is to show how the results of Cluster-Weighted Modeling allow us to identify subpopulations of patients. In particular, three is the optimal number of clusters derived from AIC and BIC criteria. If each patient is assigned to the cluster with the highest posterior probability, we have 20,664 patients in cluster 1, 737 in cluster 2 and 1,476 in cluster 3. Some of the main characteristics of the three clusters are briefly described in the following (see Tables 3, 4 and 5).

Cluster 1 is characterized by a mortality rate equal to 1.11% (against the 4.64% in the entire sample); the 75.11% of the dead patients had an emergency diagnosis (against the 22.62% in the entire sample). Instead Cluster 2 is characterized by an high percentage of patients with tumour diagnosis (49.39% vs. 8.90% in the entire sample) and in particular which are not dead (the 82.58% of the living patients, against the 8.15% in the entire sample); moreover, the living patients had high levels of comorbidity. Here the mortality rate is 54.82%, where the 77.97% of the dead patients had no tumour diagnosis (near to the percentage of 75.78% in the entire sample). By the end, cluster 3 is characterized by patients with emergency diagnosis (66.60% vs. 5.94% in the entire sample) and in particular which are not dead (93.03% of the living patients, against 5.13% in the entire sample). Here the mortality rate is 29%, where the 98.13% of the dead patients had no emergency diagnosis (against the 77.38% in the entire sample).

In Table 6 the odds ratios for the significative variables in the three Local Logistic Multilevel Models are reported.

For sake of brevity we do not include the ranking of hospitals for each group of patients, where confidence intervals of the hospital-level random effects are less large and overlapped than in the entire sample.

The example shows that there are, in this case, three different populations of patients which require three different models. The choice of a single global model would have caused a large loss of information. For example, hospital-level variable z2, high medical case-mix, is an important variable for both the reference and the local models. However, the much higher effect in the second model seems to indicate that patients assigned to cluster 2 are characterized by a higher level of complexity, as confirmed by previous analysis of frequency tables. Analogous considerations can be made regarding the other variables.

5 Conclusions and Further Research

We have proposed a general methodology for the evaluation of public sector activities, which is entitled Local Multilevel Modeling. The proposal applies to regional or national studies, where a single global model is not sufficient to describe situations typically characterized by heterogeneity. The idea underlying our proposal is that non-homogeneity and non-linearity may appear in the individual-level relationships. The two-step approach proposed is able, firstly, to capture and model individual-level relationships whatever they are and, secondly, to locally highlight differences among organizations, i.e. for specific groups of users.
Modelling Network Data: An Introduction to Exponential Random Graph Models

Susanna Zaccarin and Giulia Rivellini

Abstract A brief introduction to statistical models for complete network data is presented. An example is provided by the collaboration network of Italian scholars on Population Studies.

1 Introduction

Social network data can be viewed as a social relational system characterized by a set of actors – maybe with their attribute variables – and their social ties (Wasserman and Faust 1994). Two main types of social network data are distinguished: ego-centered or personal network, and complete or one-mode network. Ego-centered network data are usually collected from a sample of actors (egos) reporting on the ties with and between other people (alters). Complete network data, on the other hand, concern a well-defined group of actors who report on their ties with all other actors in the group.

This contribution provides an introductory outline for statistical modelling of relational data, summarizing in particular the current methodological developments of the exponential random graph models (ERGM) for complete social networks (Sect. 2).

The statistical models applied in social network analysis are typically non-standard because the common assumption of independent observations does not hold: the multiple ties to and from the same actor are related (Rivellini and Zaccarin 2007). Moreover, the popular assumption of continuous normally distributed variables does not hold when tie variables are binary, nominal, ordinal, or count variables.

As an example of fitting such a model, data from the collaboration network of Italian scholars in Population Studies for the year 2001 will be used (Sects. 3–5). The description of network and node properties by the means of the usual network measures will also be given.