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Abstract: Recent Relative Effectiveness studies of the Health Sectar simongly cri-
ticized hierarchical ranking in hospitals. As an altervatithey propose a multi-faceted
approach which evaluates the quality and characterisfi¢sospital services. In this
direction, the use of administrative data has proven higksful. This data is less precise
than clinical data but performs more effectively in desicigigeneral situations.

The numerosity of the population renders all the parameigrsficant in linear model
tests. We must therefore utilize resampling schemes inrdodeerify the hypotheses
concerning the significance of the parameters in opponuir@wn subsamples.
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1 Hospital Effectivenesswith Administrative Data

Several recent statistical papers deal with risk-adjustedparisons on the basis of
mortality or morbidity outcomes corrected by means of MeN&l models in order to
take into account different case-mix of patients (Golastnd Spiegelhalter (1996);Vit-
tadini et al. (2003); Vittadiniet al. (2004)). These papers, extremely accurate from the
methodological point of view, are all based on small sampfgsatients with particular
pathologies. Other medical papers propose risk-adjustetparisons as a method for
evaluating quality and effectiveness of health struct(iiezzoni (1997)).

Moreover, in some countries private or public External He&lgencies gather, ad-hoc,
larger data sets and use linear and logistic models in oocdealidate quality indicators
(AHRQ (2003); JCAHO (2004)). In other cases, they benchmadithestructures by
means of risk-adjusted comparisons (CIHI (2003); Natioreslth Service (2004)).
Recently, this use of risk adjusted comparisons for benckimghealth structures has
been strongly criticized (Lilforeet al. (1994)). In particular, it has been stated that: “The
sensitivity of an institution’s position in league tablesthe method of risk adjustment
used suggests that comparisons of outcomes are unlikegll tastabout the quality of
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care”. Therefore it has been suggested that “The agenciesdstacilitate the develop-
ment and dissemination of a database for best practice apebwement based on the
results for primary and secondary research.’(Lilfetdal. (1994)). In this direction, the
use of administrative data, used by payors to pay bills andage operations, can be
very useful. In fact: “These data are typically computetizenaking it easy to collect
and use large quantities of information Administrativeadaaive been used to examine
geographic variation in utilization of surgical and medigacedures, monitor the use of
health services, assess the effects of a policy change dih legpenditures, evaluate the
relationships between hospital death rates and hospitabcteristics” (Dambergt al.
(1998)).

Which problems do linear models and, in particular, mulglemodels involve when they
are used with administrative data? Besides problems coemh@gth the accuracy of data
(i.e. coding accuracy, timing of diagnoses uncertainty) ¢i@amberget al. (1998)), there

is a relevant methodological problem. It is known that wheeré are large data sets the
significance tests associated with linear models refusauldypothesis in all cases. In
fact the sample size influences the results, and beyond a@rcéiniteshold, it is the only
determining factor of the test. Every explicative variabéems to be significant for ex-
plaining the outcomes, and this result is particularly easling for the topics mentioned
above (Vroman Battle and Rakow (1993)).

Therefore we need appropriate testing procedures ableify lagpotheses regarding the
significance of explicative variables in samples drawn ftbeypopulation associated with
administrate data. In general terms, we must devise infererethods in heterogeneous
samples collected from large data sets (Duncan and Moor8JL9%he conclusion ob-
tained for tests connected with the Multilevel Model usedifi@ evaluation of healthcare
institutions, can be generalized for Linear models in a ngemeral context.

2 TheModed

Let us consider a number of outcomes obtained from hospgehdrge forms. These
outcomes are binary variables and due to the hierarchicadtste ofn observations in a
Logistic Multilevel Model.

Therefore given the variabM,; = Bin ( n, 7;;), we fit the following model

Logit(mj) = f(X, Z) == '700""}/10Xij+’701Zj+’711Xiij+U1inj+qu+€ij (1)
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i = T exp(—F(X, 2) @
Before the estimation of the model, we applied a process aahegktimising the univaria-
te relationship between the outcomes and the predictors.
Such a process consisted of a discretization based on tbmaitit identification of the
linear intervals in each relationship, assigning an inmicaeariable to each interval.
In this way, non-linearities were captured and modellegkghy enhancing the expressive
power of the independent variables.
The model building initiates with a model including only tdammies; in this phase
we facilitated a chunk elimination; the second step coedist adding all the remaining
predictors. A backward elimination completed the modeldwig process.
A positive side effect of the transformation process wasvirakening of the evidence
calling for the inclusion of interactions. A possible expdéion of this fact is that most of




the variability is retained by the main effects after tramsfation, and that non linearity
and second-order interaction compete for the same infasmat

3 Problemsinvolved in Testswith Large Data Sets

Because of the high number of degrees of freedom, all first &ffects turned out to
be significant, whereas this is not true in the case of theitad$gvel effects.
This result is inherent in the classical estimation procegddesigned for small to medium
samples (at most some thousands), and it is due to the irtdefanirowing of the standard
errors as sample increases.
The imbalance between the first and second level analysisdeasovercome by utilizing
an empirical testing procedure looking first at the size ¢éct$, then at their relative
variability (gauged by confidence intervals) and finally #tatistical significance of the
effects.
This procedure adheres to the following logic: first evadithe practical importance, then
the extent of statistical variability associated with tiffee (uncertainty), then the signifi-
cance is used as a standard measure of the deviation to dfaatl e
The next step in the present work tries to go beyond what isrites] above.
Statistical inference based on very large sampld {0.000), containing many heteroge-
neous groups, leads to irrelevance of statistical testegabise of the exceeding power.
We think that the real interest is to disentangle the comgéa structure.
In summary “failing to reject the null hypothesis” is not teame as “accepting the
null hypothesis” or as “rejecting the alternative hypoteegvVroman Battle and Rakow
(1993)) because of the large size of the sample, the nullthgsc is rejected but this
does not mean that the alternative hypothesis of signifeeaaccepted.

4 The New Proposal

We propose a scheme of analysis in which we first attempt ttodes and represent
the heterogeneity, then we model the detailed data incatipgrthe structure which has
emerged, performing the inference using a number of comgefpproaches: conducting
the analysis within each sub sample, patching togetherethdts using and comparing a
standard approach, a Bayesian approach, resampling-basexhahes.

The standard approach has many drawbacks: in this papeuser to provide a refe-
rence point. The Bayesian approach, by modelling the prébesidirectly, seems to be
immune to the problems discussed above Albert and Chib (19%dyever, apart from
being computationally very expensive, it is not clear how #ipproach performs in the
presence of large samples.

The structured resampling-based approach is an attemptetcame the problems de-
scribed by combining resampling-based techniques (fomeka, various versions of
Bootstrap or Boosting) and a representation of the heterdgenethe sample which
can be obtained either by a data-driven approach (usefaldaieving a statistically rep-
resentative analysis of the heterogeneity) or by a knovdattiyen approach (useful to
test hypotheses or to explore specific well-identified safydes) (Di Ciccio and Efron
(1996); Efron (1996)).

Multilevel models represent the statistical relationshegisting between a given depen-



dent variable or response function and a set of predictak&)g into account the objects
of different size to which such predictors are associatetitha relationships (most of
the time hierarchical) between these objects. This allakmy into account the different
sources of variability in the data correctly. However thdtitavel paradigm is not able to
capture all of the variability and heterogeneity in the ddtar example, it is not able to
explain the heterogeneous behaviour of a given agent (fadsponsidered from the re-
sponse function conditional to the set of predictor, reato other similar agents. Being
alike after modelling out the variability associated to thelti-level model amount, they
are probably alike from a managerial point of view.

Given this, we considered a more complementary approachichwo predefined struc-
ture was super-imposed on the observations. This methgydlas been called cluster-
weighted modelling or soft-clustering. The idea is to camebthe results in order to
highlight cases that behave in a well-characterized waip(oggng to a single domain
of influence or cluster) and cases whose response has avastcs partially shared by
more than one cluster.

In the final part of this section, we define soft-clusteringtmeology in further detalil.
First, the basic assumptions in the approach:

e The clusters do notinteract or describe the data locallly wspect to the maximum
of the joint probability.

e There is no prior information. An arbitrary cost functior) Hs used to express the
energy associated t@ n the cluster Qwith centrey.

¢ Aniterative process with many clusters utilized to ach@sgatisfactory partitioning
of the data space through a sequential fusion of the clusters

The probability that pointz; € C; belongs to cluster Cis expressed by pThe total
average cost is therefore:

M N
<E>:ZzpijEij (3)

j=1 i=1

Equation (3) acts as a boundary condition to the data digitoib. To find a stable distri-
bution we follow the maximum entropy principle during eatdypsof the iterative process.
The p; which maximizes entropy is:

N
M N > pij=1
=3 pijlog (pi;) N M (4)
j=1 i=1 > pr i =< E >= cost
=1 7=
the Boltzmann distributions are:
eXp _ﬂ E’L
Dij = % ZeXp ﬁEZ] (5)

J

where the distribution functiof is a Lagrange multiplier. Using a thermodynamic analo-
gy, if 8 oc /T, where T is the a “temperature” of the system, with inshe@s, the



system tends to be frozen and only the closer points influeacke other. With decreasing
G we have a more disordered system (observations have a ldghege of interaction).
The assumption of independence between the clusters arg);tbé different clusters
allows us to define the free energyfér the cluster C:

1 OF;
F,=—=1logZ;, —2 =0 Vi (6)
J ﬁ J alu§
Considering the squared euclidean distance:
Eij = |z —mil = lv—pllP+ |z — pil? (7)
we obtain:

aooxp =8 (5 - n3)]
N
i=1 ;exp [—ﬁ (2 — uj-)2]

Equation (8) cannot be solved analytically. A solution cambtained through fixed-point
iteration of the following formula:

pi(n+1) = XNJ% - [_ﬁ = _M(n))} 9)

i=1 z‘:é\elexp [—6 (,zZ — uj(n))Z]

which is typically iterated until a stabje? is obtained. The process converges to a local
minimum with respect to specified initial conditions afdwhich reflects the number of
clusters used to represent the data.

This topic, currently under investigation, is the applicatof the cluster-weighted mo-
delling of all data, taking into account the patient as wellree hospital level, constructing
a multi-level cluster weighted framework of analysis, atdeanswer some very intere-
sting questions without the necessity of using ad-hoc phows. Below, we give a brief
account of the theory.

Let us consider the data vectors{ag,,x,,z, }, wherey is the response functiow, the
level-1 variables andthe level-2 variables. We then infenX,z) as the joint probability
density. This density is expanded over a sum of clustere@ch cluster containing an
input distribution, a local model, and an output distribati The input distribution is:

z

iy =

(8)

K

K
ply.x,z) = ply.x,z,cc) =Y ply,x, z|cy)p(er) =
1 k=1

3

(10)

[
M=

p(y|z, %, ci)p(x|z, cx)p(z|ck)p(cr)

e
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with the normalization conditio,,p(c;)=1. In the presence of both discrete and conti-
nuous predictors we must further partition them accorging|

The next point is to associate a specific density to each detimes in the formula. Nor-
mally, the conditional distributions(p|z,c;) and fz|c;) are taken to be Gaussian distri-
butions with appropriate covariance matrices (for examghilegonal or structured). The
output distribution gy|x,z,c;) depends on whethgris continuous-valued or discrete, and
on the type of local model connectingz and y: fx,z,by,).

In most cases a linear function is enough, given the compaosif many local functions
(as many as required by the data distribution), to represmnplex nonlinear functions.



5 An Application

The study is based on the administrative data provided by ¢mebardy Regional
Health Care Directorate regarding 1.152.266 admission§@cbspitals. The data con-
sists of: regional population anagraphical records, Adstiative Hospital Discharge
records and hospitals’ structural characteristics. Respwoariables are: in-hospital and
post-discharge mortality, patient’s discharges agairetioal advice, transfers to other
hospitals, unscheduled hospital re-admissions, unstéeadaturns to operating room.
Patients’ case mix and hospitals’ characteristics areclected from the same sources.
We use a logistic Multilevel model to investigate best andsegractices of hospitals con-
nected with their characteristics (i.e.: size, private il status, general vs specialized,
etc.). The test procedures mentioned above are used intordealuate the significance
of parameters related to explicative variables in the ocdrdélarge populations. Mul-
tilevel models produce a variety of useful results, and i lealth Care Effectiveness
Evaluation context level-2 residuals are particularly artpnt. In the present case, we
have 160 residuals, one for each hospital, with a consitketetel of heterogeneity, in-
dicating either a possible difference in managerial effeaess, or some other source of
variability.

Is there further information, perhaps at a higher level;well defined at the sampling
design stage, that can reasonably account for a significatiop of the level-2 residual
variation? Is it possible to individualize combinationscohditions associated with spe-
cific portions of the level-2 residual distribution?

In order to answer to these questions, a simple but effestiaegy identifies a set of
variables able to determine the aforementioned pattefmsn,Twe apply a multiple com-
parison Bonferroni-adjusted procedure to identify thatistical significance. Three cri-
teria are used: the effect size, the adjusted p-value andtémelard errors (confidence
intervals) of the effect. In the analysis we also includeoseeorder interaction effects.
The procedure described has been well-accepted in literaéind able to obtain inter-
pretable results consistent with experience-backedfbelie

At this point we pursue an integrated approach in combinegMultilevel and Cluster
weighted models. Therefore we present an outline of a madpplication of the asso-
ciation between Multilevel modelling and cluster-weightdustering, namely, to apply
the soft-clustering to level-2 residuals to obtain autooadly the main patterns of varia-
tion in the joint distribution of residuals.

As a further interesting result, we obtain the probabilitgach hospital to belong to each
cluster. This allows us to discern well-characterized itakpfrom other less-clearly de-
fined ones.

The case study concerns the soft-clustering analysis forafity rate within 30 days after
discharge outcome. The procedure detected 4 clustershdblbservations were well-
characterized by a single cluster with one exception, a&adlir mentioned. The tables
below show an analysis of variance on these clusters andabmiposition:



| Parameter | | Estimate | Standard Error | t Value | Pr > [t] |
Intercept -.3277484344| 0.20144526 -1.63 0.7347222
Cluster clusterO| 0.0340194876 0.37985182 0.09 6.45
Cluster clusterl| 0.5136519229 0.22580980 2.27 0.16875
Cluster cluster2| -.1232972155| 0.25478708 -0.48 4.36875
Cluster cluster3| 0.000000000Q . . .

DEAS 0.6099373653 0.17460280 3.49 0.0006
PRS 0.4559875042 0.18319776 2.49 0.0965278
IRCCS -.4917529255| 0.16183465 -3.04 | 0.0028
UNI -.1586361703| 0.14348553 -1.11 1.8798611
PRIV -.0270973074| 0.34221433 -0.08 6.5069444

] Cluster \ N Obs \ Variable\ Mean \ Minimum \ Maximum \ Std Dev \ Median \

clusterO | 55 PRIV 1.00 | 1.00 1.00 0.00 1.00
IRCCS | 0.00 | 0.00 0.00 0.00 0.00
DEAS 0.16 | 0.00 1.00 0.37 0.00
PRS 0.15 | 0.00 1.00 0.36 0.00
RR 1.00 | 0.24 3.05 0.59 0.06
clusterl | 24 PRIV 0.00 | 0.00 0.00 0.00 0.00
IRCCS | 0.25 | 0.00 1.00 0.44 0.00
DEAS 0.00 | 0.00 0.00 0.00 0.00
PRS 0.00 | 0.00 0.00 0.00 0.00
RR 121 | 0.24 0.175 0.05 1.10
cluster2 | 49 PRIV 0.02 | 0.00 1.00 0.14 0.00
IRCCS | 0.08 | 0.00 1.00 0.28 0.00
DEAS 1.00 | 1.00 1.00 0.00 1.00
PRS 0.00 | 0.00 0.00 0.00 0.00
RR 1.16 | 0.27 2.17 0.41 1.11
cluster3 | 32 PRIV 0.03 | 0.00 1.00 0.18 0.00
IRCCS | 0.03 | 0.00 1.00 0.18 0.00
DEAS 0.00 | 0.00 0.00 0.00 0.00
PRS 1.00 | 1.00 1.00 0.00 1.00
RR 1.25 | 0.39 2.56 0.55 1.23

The risk within clusters presents a significant heteroggnéihe presence of DEAS
and emergency units remain significant in explaining thetogeneity. Another intere-
sting result is that most of the hospitals with a given prdigee similar patterns of resi-
dual variation (hospital-specific effectiveness), whergame are deviate from this norm.
This is a significant finding, allowing the proposal of inntwas for the improvement in
Quality for specific health care facilities.
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